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Abstract

A 1-factorisation of a graph G is a partition of the edge set of G into 1-
factors (perfect matchings); a perfect 1-factorisation of G is a 1-factorisation
of G in which the union of any two of the 1-factors is a Hamilton cycle in
G. It is known that for bipartite 4-regular circulant graphs, having order
2 (mod 4) is a necessary (but not sufficient) condition for the existence of
a perfect 1-factorisation. The only known non-bipartite 4-regular circu-
lant graphs that admit a perfect 1-factorisation are trivial (on 6 vertices).
We prove several construction results for perfect 1-factorisations of a large
class of bipartite 4-regular circulant graphs. In addition, we show that no
member of an infinite family of non-bipartite 4-regular circulant graphs
admits a perfect 1-factorisation. This supports the conjecture that there
are no perfect 1-factorisations of any connected non-bipartite 4-regular
circulant graphs of order at least 8.

1 Introduction and Notation

We consider graphs that are simple and undirected. The vertex set and edge set
of a graph G are denoted V (G) and E(G), respectively. A graph G is r-regular if
each vertex v ∈ V (G) has degree r. A path with vertices v1, v2, . . . , vn and edges
{{vi, vi+1} | i = 1, 2, . . . , n − 1} will be denoted by [v1, v2, . . . , vn] and a cycle with
vertices v1, v2, . . . , vn and edges {{vi, vi+1} | i = 1, 2, . . . , n − 1} ∪ {vn, v1} will be
denoted by (v1, v2, . . . , vn). In any graph with vertex set Zn, the edge {x, y} is said
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to have length k where k is the length of the shortest path from x to y in the cycle
(0, 1, 2, . . . , n− 1).

A 1-factor (or perfect matching) of a graph G is a spanning 1-regular subgraph of
G. A 1-factorisation of a graph G is a decomposition of G into edge-disjoint 1-factors.
A perfect 1-factorisation (abbreviated P1F) is a 1-factorisation with the property that
the union of every pair of distinct 1-factors of the 1-factorisation forms a Hamilton
cycle. The terms Hamilton graph [14] and strongly Hamilton graph [16, 17, 24] have
also been used in the literature to describe a graph that admits a P1F.

A well-known conjecture of Kotzig [15] states that the complete graph K2n admits
a P1F for all n ≥ 2. This problem has received a lot of attention, however the
conjecture remains open. It is known that K2n admits a P1F when n is an odd
prime [2] and when 2n − 1 is an odd prime [2, 14]. Seah [21] provides a survey of
the P1F problem for complete graphs and Wanless [23] provides an up-to-date list
of computational results. P1Fs of other classes of graphs have also been studied; for
example, P1Fs of complete bipartite graphs have been studied in [7, 17] and P1Fs
of cubic graphs have been studied in [5, 6, 11, 13, 14, 16, 19].

A circulant graph is a Cayley graph on a cyclic group. In particular, for n even
and S ⊆ {1, 2, . . . , n

2
}, the circulant graph Circ(n, S) is defined to have vertex set

V = {0, 1, . . . , n− 1} and edge set {{x, x + s (mod n)} | x ∈ V, s ∈ S}. The set S is
called the connection set of the graph. The 3-regular circulant graphs that admit a
P1F were characterised in [11]. In this paper, we consider 4-regular circulant graphs,
that is, Circ(n, {a, b}) where 1 ≤ a < b < n

2
. Observe that the graph Circ(n, {a, b})

is connected if and only if gcd(a, b, n) = 1 and every connected graph Circ(n, {a, b})
is isomorphic to a graph Circ(n, {a′, b′}) for which gcd(a′, b′) = 1 (see for example
[3]). If a graph admits a 1-factorisation, then the graph is of even order and r-regular
for some postive integer r. Hence we consider only circulant graphs of even order.

Two (undirected) circulant graphs Circ(n, {d1, d2, . . . , dk}) and
Circ(n, {d′1, d′2, . . . , d′k}) are said to be conjugate by a multiplier [20] if there exists
an m ∈ Z∗n such that

{md′1, md′2, . . . ,md′k} = {±d1,±d2, . . . ,±dk} modulo n,

where Z∗n denotes the set of residues modulo n that are relatively prime to n. In
particular, the permutation x 7→ mx for x ∈ Zn is an isomorphism between
Circ(n, {d′1, d′2, . . . , d′k}) and Circ(n, {d1, d2, . . . , dk}). In 1967 Adam [1] conjectured
that two circulant graphs are isomorphic if and only if they are conjugate by a
multiplier. While it is known that the conjecture is false in general (see for example
[20]), the conjecture holds in the case k = 2.

Theorem 1 [9, 10] Two 3- or 4-regular circulant graphs Circ(n, {d1, d2}) and
Circ(n, {d′1, d′2}) are isomorphic if and only if they are conjugate by a multiplier.

It is known that every connected, even order circulant graph has a 1-factorisation
[18, 22]. A long-standing conjecture states that every Cayley graph contains a Hamil-
ton cycle, and the conjecture is known to be true for Cayley graphs on abelian groups
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[8, 25]. In fact, a connected 4-regular Cayley graph on a finite abelian group can be
decomposed into two Hamilton cycles [4]. However, these results do not guarantee
the existence of a P1F, and thus the problem of characterising the circulant graphs
(of degree at least 4) that admit a P1F remains open.

For even n, a connected circulant graph G = Circ(n, {a, b}) with 1 ≤ a < b ≤ n
2

is bipartite if and only if a and b are both odd. The following necessary condition for
the existence of P1Fs of bipartite graphs is attributed to Kotzig [14] (see for example
[17]).

Theorem 2 [14] If G is a bipartite r-regular graph with r > 2 and G admits a P1F,
then |V (G)| ≡ 2 (mod 4).

Corollary 3 Suppose n is even and G = Circ(n, {a, b}), where a and b are both odd.
If G admits a P1F, then n ≡ 2 (mod 4).

The first question that arises is whether or not this condition is sufficient for
the existence of a P1F of a bipartite circulant graph. For 3-regular circulant graphs
it is sufficient, and furthermore, the 3-regular bipartite circulant graphs of order 2
(mod 4) are the only 3-regular circulant graphs (of order at least 8) that admit a
P1F [11].

Theorem 4 [11] If n > 6, then a connected 3-regular circulant graph G of order n
admits a P1F if and only if n ≡ 2 (mod 4) and G is bipartite.

In [11], P1Fs of 4-regular circulant graphs were also briefly studied. A computer
search showed that for 6 < n < 30, a connected 4-regular circulant graph G admits
a P1F if and only if G is bipartite of order 2 (mod 4). Thus, for small values of
n, the necessary condition given by Corollary 3 is sufficient; it was also shown that
the condition is sufficient if the circulant graph is isomorphic to Circ(n, {1, 3}) [11].
However, the condition is not sufficient in general since Circ(30, {1, 11}) was shown
by computer search to not admit a P1F. In [12] the P1F problem was considered
for a class of Cayley graphs, which led to the result that Circ(30, {1, 11}) is the
smallest member of an infinite family of bipartite 4-regular circulant graphs of order
2 (mod 4) for which a P1F does not exist.

Theorem 5 [12] Suppose k ≡ 2 (mod 4) and k > 6. If k ≡ 10 (mod 12) then
Circ(3k, {1, k + 1}) does not admit a P1F.

Further study of graphs with a similar structure to the family defined in Theorem
5 led to results showing that several infinite families of bipartite 4-regular circulant
graphs of order 2 (mod 4) do admit a P1F. It remains an open problem to characterise
the bipartite 4-regular circulant graphs of order 2 (mod 4) that admit a P1F.

The only known non-bipartite 4-regular circulant graphs that admit a P1F are
of order 6. In [11] it was shown that Circ(n, {1, 2}) does not admit a P1F for n > 6
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and in [12] another infinite family of non-bipartite 4-regular circulant graphs, namely
Circ(n, {1, n

2
− 1}) for n ≡ 2 (mod 4) (n > 6), was shown to not admit a P1F. These

results support the following conjecture.

Conjecture 6 [11] Suppose n is even and n > 6. If G = Circ(n, {a, b}) is a con-
nected non-bipartite 4-regular circulant graph, then G does not admit a P1F.

In this paper we continue the study of P1Fs of 4-regular circulant graphs. In
Section 2, we present construction results that demonstrate the existence of P1Fs for
many classes of bipartite 4-regular circulant graphs of order 2 (mod 4). In Section
3 we prove that Conjecture 6 holds for yet another infinite class of non-bipartite
4-regular circulant graphs.

2 P1Fs of Bipartite Circulant Graphs

The following notation is used in some of the proofs in this section. Suppose G =
Circ(n, S) and P = [v0, v1, . . . , vk] is a path of length k in G. For any ` ∈ Zn, we
define the path P +` = [v0 +`, v1 +`, . . . , vk +`], where vi +` is calculated modulo n.

We begin with a result that proves the existence of P1Fs for infinitely many
classes of bipartite 4-regular circulant graphs.

Theorem 7 Let n ≥ 14 such that n ≡ 2 (mod 4). If 5 ≤ b < n
2

is an odd integer
such that gcd(n, b) = 1 and gcd(n, b − 1) = gcd(n, b + 1) = 2, then any 4-regular
circulant graph isomorphic to Circ(n, {1, b}) admits a P1F.

Proof. We construct four disjoint 1-factors A, B, C, D as follows, where x + i is
calculated modulo n.

A = {{x, x + 1} | x is even};
B = {{x, x + 1} | x is odd};
C = {{x, x + b} | x is even};
D = {{x, x + b} | x is odd}.

These 1-factors clearly form a 1-factorisation of G = Circ(n, {1, b}). Observe that
the graph with edges given by A∪B is the subgraph consisting of all edges of length
1 in G, which is a Hamilton cycle. Also, the graph with edges given by C ∪D is the
subgraph consisting of all edges of length b in G which is a Hamilton cycle (since n
and b are relatively prime).

Let H1 be the graph with edges given by A ∪ C. Then H1 is the union of the
following paths of length two

Pi = [i(b− 1), i(b− 1) + b, (i + 1)(b− 1)] for i = 0, 1, . . . , n−2
2

,
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where vertex labels are calculated modulo n. It is clear that the start and end vertices
of consecutive paths coincide and that the end vertex of Pn−2

2
, which is n

2
(b− 1) ≡ 0

(mod n), is the start vertex of P0. Furthermore, vertices at distance two in the
union of the paths Pi have vertex labels that differ by b− 1. Suppose that H1 is not
a Hamilton cycle. Then there exists a positive integer i < n

2
such that i(b− 1) = mn

for some integer m (since b is odd, it cannot be that i(b− 1) + b = mn). Since b− 1
is even, let k = b−1

2
. Then ik = mn

2
, so k divides mn

2
. Since gcd(n, b − 1) = 2, it

follows that gcd(n
2
, k) = 1 and hence that k divides m. Thus m ≥ k, so ik ≥ k n

2
and

hence i ≥ n
2
, which is a contradiction. Therefore, H1 is a Hamilton cycle.

Consider the graph H2 with edges given by A ∪D. Then H2 is the union of the
following paths of length two

Pi = [i(b + 1), i(b + 1) + b, (i + 1)(b + 1)] for i = 0, 1, . . . , n−2
2

,

where vertex labels are calculated modulo n. Again it is clear that the start and
end vertices of consecutive paths coincide and that the end vertex of Pn−2

2
, which is

n
2
(b + 1) ≡ 0 (mod n), is the start vertex of P0. Furthermore, vertices at distance

two in the union of the paths Pi have vertex labels that differ by b + 1. By the same
argument as above, with b− 1 replaced with b + 1, it follows that H2 is a Hamilton
cycle.

By symmetry, the same holds for graphs with edge sets B ∪ D and B ∪ C.
Therefore, the 1-factorisation A, B, C, D is a P1F. �

Theorem 7 establishes the existence of P1Fs of 4-regular circulant graphs for
many connection sets. We next consider connection sets {1, 5} and {1, 9} in more
detail.

2.1 Connection Set {1, 5}

Theorem 7 provides us with the following result on P1Fs of Circ(n, {1, 5}).

Corollary 8 Suppose n is an integer such that n ≥ 14, n ≡ 2 (mod 4) and n is not
divisible by 3 or 5. Then Circ(n, {1, 5}) admits a P1F.

The cases not covered by Corollary 8 are n ≡ 6 (mod 12) and n ≡ 10 (mod 20).
The computer results provided in [11] show that Circ(30, {1, 5}) admits a P1F. The-
orem 9 provides a P1F construction when n ≡ 6 (mod 12); however, the question
of whether or not there is a general construction for a P1F of Circ(n, {1, 5}) where
n ≡ 10 (mod 20) (and n > 30) remains open.

Theorem 9 If n ≥ 18 is an integer such that n ≡ 6 (mod 12), then Circ(n, {1, 5})
admits a P1F.
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Proof. Suppose n ≥ 18 and n ≡ 6 (mod 12). We construct four disjoint 1-factors
A, B, C, D as follows, where x + i is calculated modulo n.

A = {{x, x + 1} | x = 0, 5 or 10 ≤ x ≤ n− 4 such that x ≡ 2, 6, 10 (mod 12)}
∪{{x, x + 5} | x = 2 or 4 ≤ x ≤ n− 2 such that x ≡ 0, 4, 8 (mod 12)};

B = {{x, x + 1} | x = 4 or 9 ≤ x ≤ n− 1 such that x ≡ 1, 5, 9 (mod 12)}
∪{{x, x + 5} | x = 1 or 3 ≤ x ≤ n− 3 such that x ≡ 3, 7, 11 (mod 12)};

C = {{x, x + 1} | x = 1, 3 or 7 ≤ x ≤ n− 2 such that x ≡ 0, 4, 7 (mod 12)}
∪{{x, x + 5} | x = 0 or 6 ≤ x ≤ n− 8 such that x ≡ 6, 9, 10 (mod 12)};

D = {{x, x + 1} | x = 2, 6, 8 or 11 ≤ x ≤ n− 3 such that x ≡ 3, 8, 11 (mod 12)}
∪{{x, x + 5} | x = 5 or 13 ≤ x ≤ n− 1 such that x ≡ 1, 2, 5 (mod 12)}.

It is easy to see that A, B, C, D is a 1-factorisation when n ≡ 6 (mod 12). To
show that it is a P1F, we consider each pair of 1-factors in turn. When n ≥ 30, let
g = n−30

12
.

Consider the graph with edge set A ∪ B. Define the paths P, Q, R and, when
n ≥ 30, Sk, Tk, Uk for k = 0, 1, . . . , g, where all vertex labels are computed modulo
n:

P = [0, 1, 6, 5, 4, 9, 10, 11, 16]

Q = [n− 2, 3, 8, 13, 14, 15]

R = [n− 3, 2, 7, 12, 17, 18]

Sk = [16, 21, 22, 23, 28] + 12k

Tk = [15, 20, 25, 26, 27] + 12k

Uk = [18, 19, 24, 29, 30] + 12k.

When n = 18, A∪B is P ∪Q∪R, which is a Hamilton cycle. When n ≥ 30, A∪B is
P ∪S0∪· · ·∪Sg∪Q∪T0∪· · ·∪Tg∪R∪U0∪· · ·∪Ug. It is easy to see that the start and
end vertices of consecutive paths coincide. Since the end vertex of one path is also
the start vertex of the next path, we say that a path includes a vertex if it lies on the
path but is not the end vertex. Paths Sk, Tk and Uk each cover four distinct residue
classes modulo 12 and include the vertices {15, 16, 18} ∪ {19, . . . , n − 4} ∪ {n − 1}.
Paths P, Q and R together include the vertices {0, 1, . . . , 14}∪ {17}∪ {n− 3, n− 2}.
Thus, the graph with edge set A ∪B is a Hamilton cycle.

Consider the graph with edge set A∪C. Define the paths P, Q and, when n ≥ 30,
Sk for k = 0, 1, . . . , g, where all vertex labels are computed modulo n:

P = [0, 1, 2, 7, 8, 13, 12, 17, 16]

Q = [n− 2, 3, 4, 9, 14, 15, 10, 11, 6, 5, 0]

Sk = [16, 21, 26, 27, 22, 23, 18, 19, 20, 25, 24, 29, 28] + 12k.

When n = 18, A ∪ C is P ∪ Q, which is a Hamilton cycle. When n ≥ 30, A ∪ C is
P ∪ S0 ∪ · · · ∪ Sg ∪Q. It is straightforward to check that the union of these paths is
a Hamilton cycle.
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Consider the graph with edge set A∪D. Define the paths P, Q and, when n ≥ 30,
Sk, Tk for k = 0, 1, . . . , g, where all vertex labels are computed modulo n:

P = [n− 5, 0, 1, n− 4, n− 3, n− 2, 3, 2, 7, 6, 5, 10, 11, 12, 17]

Q = [n− 1, 4, 9, 8, 13]

Sk = [17, 22, 23, 24, 29] + 12k

Tk = [13, 18, 19, 14, 15, 16, 21, 20, 25] + 12k.

When n = 18, A ∪D is P ∪ Q, which is a Hamilton cycle. When n ≥ 30, A ∪D is
P ∪ S0 ∪ · · · ∪ Sg ∪Q∪ T0 ∪ · · · ∪ Tg. It is straightforward to check that the union of
these paths is a Hamilton cycle.

Consider the graph with edge set B∪C. Define the paths P, Q and, when n ≥ 30,
Sk, Tk for k = 0, 1, . . . , g, where all vertex labels are computed modulo n:

P = [0, 5, 4, 3, 8, 7, 12, 13, 14, 9, 10, 15]

Q = [n− 3, 2, 1, 6, 11, 16, 17, 18]

Sk = [15, 20, 19, 24, 25, 26, 21, 22, 27] + 12k

Tk = [18, 23, 28, 29, 30] + 12k

When n = 18, B ∪ C is P ∪ Q, which is a Hamilton cycle. When n ≥ 30, B ∪ C is
P ∪ S0 ∪ · · · ∪ Sg ∪Q∪ T0 ∪ · · · ∪ Tg. It is straightforward to check that the union of
these paths is a Hamilton cycle.

Consider the graph with edge set B∪D. Define the paths P, Q and, when n ≥ 30,
Sk for k = 0, 1, . . . , g, where all vertex labels are computed modulo n:

P = [n− 1, 0, n− 5, n− 4, 1, 6, 7, 12, 11, 16, 15]

Q = [n− 3, 2, 3, 8, 9, 10, 5, 4, n− 1]

Sk = [15, 20, 21, 22, 17, 18, 13, 14, 19, 24, 23, 28, 27] + 12k.

When n = 18, B ∪D is P ∪Q, which is a Hamilton cycle. When n ≥ 30, B ∪D is
P ∪ S0 ∪ · · · ∪ Sg ∪Q. It is straightforward to check that the union of these paths is
a Hamilton cycle.

Consider the graph with edge set C ∪ D. Define the paths P, Q, R and, when
n ≥ 30, Sk, Tk, Uk for k = 0, 1, . . . , g, where all vertex labels are computed modulo
n:

P = [n− 5, 0, 5, 10, 15, 16, 17]

Q = [n− 1, 4, 3, 2, 1]

R = [19, 14, 9, 8, 7, 6, 11, 12, 13]

Sk = [17, 22, 27, 28, 29] + 12k

Tk = [1, n− 4, n− 9, n− 10, n− 11]− 12k

Uk = [13, 18, 23, 24, 25] + 12k.

When n = 18, C∪D is P ∪Q∪R, which is a Hamilton cycle. When n ≥ 30, C∪D is
P ∪S0∪· · ·∪Sg∪Q∪T0∪· · ·∪Tg∪R∪U0∪· · ·∪Ug. It is easy to see that Sk, Tk and



SARADA HERKE/AUSTRALAS. J. COMBIN. 60 (1) (2014), 79–108 86

Uk each cover four distinct residue classes modulo 12 and the start and end vertices
of consecutive paths coincide. Thus the union of these paths is a Hamilton cycle.

Therefore, the 1-factors A, B, C, D form a perfect 1-factorisation. �

2.2 Connection Set {1, 9}

Theorem 7 provides us with the following result on P1Fs of Circ(n, {1, 9}).

Corollary 10 Suppose n is an integer such that n ≥ 22, n ≡ 2 (mod 4) and n is
not divisible by 3 or 5. Then Circ(n, {1, 9}) admits a P1F.

The cases not covered by Corollary 10 are n ≡ 6 (mod 12) and n ≡ 10 (mod 20).
The computer results provided in [11] show that Circ(30, {1, 9}) admits a P1F. The-
orem 11 provides a P1F construction when n ≡ 10 (mod 20); however, the question
of whether or not there is a general construction for a P1F of Circ(n, {1, 9}) where
n ≡ 6 (mod 12) (and n > 30) remains open.

Theorem 11 If n ≥ 30 is an integer such that n ≡ 10 (mod 20), then Circ(n, {1, 9})
admits a P1F.

Proof. First observe that n ≡ 10 (mod 20). We construct four disjoint 1-factors
A, B, C, D as follows, where all vertex labels are calculated modulo n.

A = {{x, x + 1} | x = 0, 3, 5, 9 or

13 ≤ x ≤ n− 4 such that x ≡ 2, 6, 10, 13, 18 (mod 20)}
∪{{x, x + 9} | x = 2, n− 2 or

8 ≤ x ≤ n− 10 such that x ≡ 0, 8, 12, 15, 16 (mod 20)};
B = {{x, x + 1} | x = 2, 7, 11 or

16 ≤ x ≤ n− 2 such that x ≡ 0, 4, 8, 12, 16 (mod 20)}
∪{{x, x + 9} | x = 0, 4 or

6 ≤ x ≤ n− 4 such that x ≡ 2, 6, 10, 14, 18 (mod 20)};
C = {{x, x + 1} | x = 1, 6, 10 or

15 ≤ x ≤ n− 3 such that x ≡ 3, 7, 11, 15, 19 (mod 20)}
∪{{x, x + 9} | x = 3 or

5 ≤ x ≤ n− 1 such that x ≡ 1, 5, 9, 13, 17 (mod 20)};
D = {{x, x + 1} | x = 4, 8, 12 or

14 ≤ x ≤ n− 1 such that x ≡ 1, 5, 9, 14, 17 (mod 20)}
∪{{x, x + 9} | x = 1, 7 or

11 ≤ x ≤ n− 3 such that x ≡ 3, 4, 7, 11, 19 (mod 20)}.

It is easy to see that A, B, C, D is a 1-factorisation when n ≡ 10 (mod 20). To
show that it is a P1F, we consider each pair of 1-factors in turn. When n ≥ 50,
define h = n−50

20
.
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Consider the graph with edge set A ∪ B. Define the paths P, Q, R and, when
n ≥ 50, Sk, Tk, Uk for k = 0, 1, . . . , h:

P = [n− 8, 1, 0, 9, 10, 19, 18, 27, 26]

Q = [28, 29, 20, 21, 12, 11, 2, 3, 4, 13, 14, 23, 22]

R = [n− 4, 5, 6, 15, 24, 25, 16, 17, 8, 7, n− 2]

Sk = [22, 31, 30, 39, 38, 47, 46] + 20k

Tk = [26, 35, 44, 45, 36, 37, 28] + 20k

Uk = [48, 49, 40, 41, 32, 33, 34, 43, 42] + 20k.

Observe that when n = 30, the graph with edge set A ∪ B is P ∪ R ∪Q, which is a
Hamilton cycle. When n ≥ 50, then the graph with edge set A ∪ B is the following
union of paths, where all vertex labels are computed modulo n:

A ∪B = P ∪ T0 ∪Q ∪ (
h−1⋃
i=0

Si ∪ Ti+1 ∪ Ui) ∪ Sh ∪R ∪ Uh

It is easy to see that the start and end vertices of consecutive paths coincide. In
particular, observe that n− 4 is where Sh and R coincide, and n− 2 is where R and
Uh coincide and n−8 is where Uh and P coincide. Again, we say that a path includes
a vertex if it lies on the path but is not the end vertex. Paths Sk, Tk each cover six
distinct residue classes modulo 20 and the remaining 8 residue classes modulo 20 are
covered by Uk. Paths P, Q and R include the vertices n − 8, n − 4 and all vertices
from 0 to 29 except 22 and 26; the paths Sk, Tk and Uk, for k = 0, 1, . . . , h, include
the vertices 22,26 and all vertices from 30 to n − 1 except n − 8 and n − 4. Thus,
the graph with edge set A ∪B is a Hamilton cycle.

Consider the graph with edge set C ∪ D. Define the paths P, Q, R and, when
n ≥ 50, Sk, Tk, Uk for k = 0, 1, . . . , h:

P = [13, 12, 3, n− 6, n− 7, 2, 1, 10, 11, 20, 19, 28, 27]

Q = [n− 3, 6, 7, 16, 15, 14, 5, 4, n− 5]

R = [25, 26, 17, 18, 9, 8, n− 1, 0, n− 9, n− 8, n− 17]

Sk = [33, 24, 23, 32, 31, 40, 39, 48, 47] + 20k

Tk = [45, 46, 37, 38, 29, 30, 21, 22, 13] + 20k

Uk = [27, 36, 35, 34, 25] + 20k.

When n = 30, it is clear that C ∪D = P ∪Q∪R, which is a Hamilton cycle. When
n ≥ 50, then the graph with edge set C ∪ D is the Hamilton cycle formed by the
following union of paths, where all vertex labels are computed modulo n:

C ∪D = Sh ∪Q ∪ Th ∪ (
h−1⋃
i=0

Sh−1−i ∪ Uh−i ∪ Th−1−i) ∪ P ∪ U0 ∪R.

It is straightforward to check that the union of these paths is a Hamilton cycle.
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We next define five types of path structures which will be used for the next four
pairs of 1-factors, where k = 0, 1, . . . , g with g = n−30

20
.

Mk(x) = [x, x + 9, x + 10, x + 11, x + 20] + 20k

Vk(x) = [x, x− 1, x + 8, x + 9, x + 10, x + 1, x + 2, x + 11, x + 20] + 20k

Wk(x) = [x, x + 9, x + 18, x + 19, x + 20] + 20k

Yk(x) = [x, x− 1, x− 10, x− 19, x− 20]− 20k

Zk(x) = [x, x− 1, x + 8, x + 17, x + 18, x + 9, x + 10, x + 11, x + 20] + 20k.

It is straightforward to see that, for example, M0(9) ∈ A ∪ C and therefore
Mi(9) ∈ A ∪ C for i = 1, 2 . . . , g. The graphs with edge sets A ∪ C, A ∪D, B ∪ C
and B ∪D are given below, where all vertex labels are computed modulo n.

A ∪ C = [2, 11, 10, 9] ∪
g⋃

i=0

Mi(9) ∪ [n− 1, 8, 17] ∪
g⋃

i=0

Mi(17) ∪ [7, 6, 5, 14] ∪

g⋃
i=0

Vi(14) ∪ [4, 3, 12] ∪
g⋃

i=0

Wi(12),

A ∪D = [10, 9, 8] ∪
g⋃

i=0

Mi(8) ∪ [n− 2, 7, 16] ∪
g⋃

i=0

Mi(16) ∪ [6, 5, 4] ∪
g⋃

i=0

Yi(4) ∪

[14, 13, 12] ∪
g⋃

i=0

Mi(12) ∪ [2, 11, 20] ∪
g⋃

i=0

Mi(20),

B ∪ C = [0, 9, 18] ∪
g⋃

i=0

Mi(18) ∪ [8, 7, 6] ∪
g⋃

i=0

Mi(6) ∪ [n− 4, 5, 14] ∪
g⋃

i=0

Mi(14) ∪

[4, 13, 22] ∪
g⋃

i=0

Mi(22) ∪ [12, 11, 10] ∪
g⋃

i=0

Mi(10),

B ∪D = [9, 8, 7] ∪
g⋃

i=0

Mi(7) ∪ [n− 3, 6, 15] ∪
g⋃

i=0

Zi(15) ∪ [5, 4, 13, 12, 11] ∪

g⋃
i=0

Mi(11) ∪ [1, 10, 19] ∪
g⋃

i=0

∪Mi(19).

It is straightforward to check that each of these graphs is a Hamilton cycle.
Therefore, the 1-factors A, B, C, D form a perfect 1-factorisation. �

2.3 Connection Set {1, n
2
− 2}

We consider the family of bipartite 4-regular circulant graphs Circ(n, {1, b}) where
b is as large as possible. Since b must be odd for the graph to be bipartite, it
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follows that b is either n
2
− 1 or n

2
− 2, depending on whether n ≡ 0, 2 (mod 4),

respectively. When n ≡ 0 (mod 4), Circ(n, {1, n
2
− 1}) does not admit a P1F by

Corollary 3. When n ≡ 2 (mod 4), Circ(n, {1, n
2
− 2}) admits a P1F provided that

the gcd conditions in Theorem 7 are satisfied. However, the next result shows that a
P1F of Circ(n, {1, n

2
−2}) exists when n ≡ 2 (mod 4) irrespective of the gcd conditions

from Theorem 7.

Theorem 12 If n ≥ 14 and n ≡ 2 (mod 4), then Circ(n, {1, n
2
− 2}) admits a P1F.

Proof. We construct four disjoint 1-factors A, B, C, D as follows, where all vertex
labels are calculated modulo n. Let k = n

2
.

A = {{x, x + 1} | x ∈ {0, 2} ∪ {8, 10, 12, . . . , k + 1} ∪ {k + 7, k + 9, . . . , n− 2}}
∪{{x, x + k − 2} | x = 5, 6, 7, k + 6};

B = {{x, x + 1} | x ∈ {5, 7, 9, . . . , k − 2} ∪ {k + 4, k + 6, k + 8, . . . , n− 1}}
∪{{x, x + k − 2} | x = 2, 3, 4, k + 3};

C = {{x, x + 1} | x = 3, k, k + 2, k + 5}
∪{{x, x + k − 2} | x ∈ {0, 1, k + 4} ∪ {k + 7, k + 8, k + 9, . . . , n− 1}};

D = {{x, x + 1} | x = 1, 4, 6, k + 3}
∪{{x, x + k − 2} | x = k + 5 or x ∈ {8, 9, 10, . . . , k + 2}};

We describe the graphs formed by the six pairs of 1-factors, and show that each
of these is a Hamilton cycle. First consider A ∪ B. It is straightforward to check
that for n ≥ 14, A ∪B is the following Hamilton cycle:

A ∪B = (0, 1, k + 3, 5, 6, k + 4, k + 5,

7, 8, 9, . . . , k,

2, 3, k + 1, k + 2, 4,

k + 6, k + 7, k + 8, . . . , n− 1).

For the next pairs of 1-factors, we define the following types of paths in
Circ(n, {1, n

2
− 2}):

Pi = [i, i + 1, k + i + 3, k + i + 4, i + 2]

Qi = [i, i + 1, k + i− 1, k + i, i + 2]

Consider the graph induced by A∪C. If n = 14, then A∪C = (0, 1, 6, 11, 2, 3, 4, 13,
12, 7, 8, 9, 10, 5) and if n = 18, then A∪C = (0, 1, 8, 9, 10, 11, 12, 5, 16, 17, 6, 13, 2, 3, 4,
15, 14, 7), both of which are Hamilton cycles in the respective circulant graphs. For
n ≥ 22, define the following path:

X = [k − 3, k − 2, 0, 1, k − 1, k, k + 1, k + 2, k + 3, 5, k + 7,

k + 8, 6, k + 4, 2, 3, 4, k + 6, k + 5, 7, k + 9, k + 10, 8]
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For n = 22, A ∪ C = X is a Hamilton cycle. For n ≥ 26, A ∪ C = X ∪ P8 ∪ P10 ∪
· · · ∪ Pk−5, which is a Hamilton cycle.

Consider the graph induced by A∪D. If n = 14, then A∪D = (0, 1, 2, 3, 12, 7, 6, 11,
10, 5, 4, 13, 8, 9), which is a Hamilton cycle. For n ≥ 18, define the following path:

Y = [k + 1, k + 2, 0, 1, 2, 3, k + 5, 7, 6, k + 4, k + 3, 5, 4, k + 6, 8, 9, k + 7, k + 8, 10]

For n = 18, A ∪D = Y is a Hamilton cycle. For n ≥ 22, A ∪D = Y ∪Q10 ∪Q12 ∪
· · · ∪Qk−1, which is again a Hamilton cycle.

Consider the graph induced by B∪C. If n = 14, then B∪C = (0, 5, 6, 1, 10, 9, 4,
3, 8, 7, 2, 11, 12, 13), which is a Hamilton cycle. Define the following path:

Z = [k − 2, k − 1, 1, k + 3, k + 2, 4, 3, k + 1, k, 2, k + 4, k + 5, k + 6, k + 7, 5]

If n ≥ 18, then B ∪ C = Z ∪ P5 ∪ P7 ∪ · · · ∪ Pk−4, which is a Hamilton cycle.

Consider the graph induced by B∪D. If n = 14 then B∪D = (7, 2, 1, 10, 11, 12, 3,
8, 13, 0, 9, 4, 5, 6), which is a Hamilton cycle. For n ≥ 18, define the following path:

W = [k, 2, 1, k + 3, k + 4, k + 5, 3, k + 1, n− 1, 0, k + 2, 4, 5, 6, 7, 8, k + 6, k + 7, 9]

If n = 18 then B ∪ D = W , which is a Hamilton cycle. If n ≥ 22, then B ∪ D =
W ∪Q9 ∪Q11 ∪ · · · ∪Qk−2, which is a Hamilton cycle.

For the last pair of 1-factors, C ∪D, we define the following types of paths in
Circ(n, {1, n

2
− 2}):

Si = [i, k + i + 2, i + 4]

Ti = [i, k + i− 2, i− 4]

We first describe the Hamilton cycle formed by the graph with edge set C ∪ D for
small values of n:

C∪D =


(8, 13, 12, 3, 4, 5, 0, 9, 10, 11, 2, 1, 6, 7) if n = 14
(8, 15, 14, 3, 4, 5, 16, 9, 10, 17, 6, 7, 0, 11, 12, 13, 2, 1) if n = 18
(8, 17, 16, 3, 4, 5, 18, 9, 0, 13, 14, 15, 2, 1, 10, 19, 6, 7, 20, 11, 12, 21) if n = 22.

The general description of C ∪D, for n ≥ 26, depends on the congruence class of n
modulo 8. If n ≡ 2 (mod 8), let g = k−13

4
. Then the graph with edge set C ∪ D is

the following Hamilton cycle

[8, k + 6, k + 5, 3, 4, 5, k + 7, 9] ∪
g⋃

i=0

S9+4i ∪ [k, k + 1, n− 1, k − 3] ∪
g⋃

i=0

Tk−3−4i ∪

[6, 7, k + 9, 11] ∪
g⋃

i=0

S11+4i ∪ [k + 2, k + 3, k + 4, 2, 1, k − 1] ∪
g⋃

i=0

Tk−1−4i.
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If n ≡ 6 (mod 8) let g = k−11
4

. Then the graph with edge set C ∪D is the following
Hamilton cycle

[8, k + 6, k + 5, 3, 4, 5, k + 7, 9] ∪
g⋃

i=0

S9+4i ∪ [k + 2, k + 3, k + 4, 2, 1, k − 1] ∪

g⋃
i=0

Tk−1−4i ∪ [6, 7, k + 9, 11] ∪
g−1⋃
i=0

S11+4i ∪ [k, k + 1, n− 1, k − 3] ∪
g−1⋃
i=0

Tk−3−4i.

Therefore A, B, C, D is a P1F of Circ(n, {1, n
2
− 2}) when n ≡ 2 (mod 4). �

Lemma 13 Suppose n ≡ 2 (mod 4) so that n = 4s + 2 for some positive integer
s ≥ 2. Then

Circ(n, {1, n
2
− 2}) ∼=

{
Circ(n, {1, s}) if s is odd
Circ(n, {1, s + 1}) if s is even

Proof. Suppose s is odd. It is straightforward to show that gcd(s, n) = 1, so
s ∈ Z∗n. We show the desired isomorphism is achieved by the multiplier s. Observe
that s{1, n

2
− 2} = s{1, 2s− 1} = {s, s(2s− 1)}. Since s is odd, let s = 2` + 1. Now

s(2s−1) = `n+1, and hence s(2s−1) ≡ 1 (mod n). Therefore, Circ(n, {1, n
2
−2}) ∼=

Circ(n, {1, s}), by Theorem 1.

Next suppose s is even. It is straightforward to show that gcd(s + 1, n) = 1, so
s + 1 ∈ Z∗n. We show the desired isomorphism is achieved by the multiplier s + 1.
Observe that (s + 1){1, n

2
− 2} = (s + 1){1, 2s− 1} = {s + 1, (s + 1)(2s− 1)}. Since

s is even, let s = 2`. Now (s + 1)(2s− 1) = `n− 1, and hence (s + 1)(2s− 1) ≡ −1
(mod n). Therefore, Circ(n, {1, n

2
− 2}) ∼= Circ(n, {1, s + 1}), by Theorem 1. �

Combining Lemma 13 and Theorem 12 we obtain the following corollary on the
existence of P1Fs for classes of bipartite 4-regular circulant graphs, many of which
are not covered by Theorem 7.

Corollary 14 Suppose n ≥ 14 and n ≡ 2 (mod 4) so that n = 4s + 2 for some
positive integer s ≥ 3. If s is odd, then Circ(n, {1, s}) admits a P1F. If s is even,
then Circ(n, {1, s + 1}) admits a P1F.

3 A Nonexistence Result

For n an even integer, 6 < n ≤ 30, it has been shown by computer search that
Circ(n, {1, 4}) does not admit a P1F [11]. The following lemma will be useful to
prove that this result holds for all even integers n > 6.

Lemma 15 Suppose n is an even integer, n ≥ 16. If Circ(n, {1, 4}) admits a P1F
then for every x ∈ Zn, the edges {x, x + 4} and {x + 2, x + 6} (where vertex labels
are calculated modulo n) belong to distinct 1-factors of the P1F.
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Proof. Suppose that there is a P1F of Circ(n, {1, 4}) and the four 1-factors are
coloured red, blue, green and yellow. Suppose that for some x ∈ Zn, the edges
{x, x + 4} and {x + 2, x + 6} belong to the same 1-factor; without loss of generality,
assume x = 0 and the red 1-factor contains both the edges {0, 4} and {2, 6}. Based
on the possible colours for edges {1, 5} and {3, 7}, there are five cases to consider.
We derive a contradiction in each case.

For any x ∈ Zn, consider the edges {x, x + 4}, {x + 2, x + 6}, {x + 1, x + 5} and
{x + 3, x + 7} (where vertex labels are calculated modulo n). We say that these
edges have a Case 1 configuration if {x, x + 4}, {x + 2, x + 6} are one colour and
{x+ 1, x+ 5}, {x+ 3, x+ 7} are a second colour. They have a Case 2 configuration if
they are coloured with exactly three distinct colours such that the pair of edges with
the same colour is either {x, x + 4}, {x + 2, x + 6} or {x + 1, x + 5}, {x + 3, x + 7}.
They have a Case 3 configuration if they are all the same colour.

Case 1: Suppose {1, 5} and {3, 7} are the same colour, but not red; say without
loss of generality they are green. Then {n − 1, 3}, {n − 3, 1} and {5, 9} are red;
similarly {n− 2, 2}, {4, 8} and {6, 10} are green. Without loss of generality, assume
{0, 1} is blue and {1, 2} is yellow. Then {2, 3}, {4, 5} and {6, 7} are blue and {3, 4}
and {5, 6} are yellow as in Figure 1. If {n − 1, 0} is yellow then (n − 1, 0, 4, 3) is
a red-yellow 4-cycle, which is a contradiction; hence {n − 1, 0} is green. If {7, 8}
is yellow then (3, 4, 8, 7) is a green-yellow 4-cycle, a contradiction; thus {7, 8} is red
(see Figure 1). However, now (n − 1, 0, 4, 8, 7, 3) is a red-green 6-cycle, which is a
contradiction. Thus, Case 1 is impossible.

Figure 1: Case 1 is impossible.

Case 2: Suppose {1, 5} and {3, 7} are different colours and both not red, say without
loss of generality that {1, 5} is green and {3, 7} is blue. Then {n− 3, 1}, {n− 1, 3}
and {5, 9} are red.

Suppose {3, 4} is green. Then {2, 3} and {0, 1} are yellow, {1, 2} is blue and
{n − 2, 2} is green. Edge {n − 1, 0} is blue (otherwise (n − 1, 0, 4, 3) is a red-green
4-cycle) and thus {n− 4, 0} is green, {n− 2, n− 1} is yellow, {n− 5, n− 1} is green,
{n−3, n−2} is blue and {n−4, n−3} is yellow (see Figure 2). If {n−5, n−4} is blue,
then (n− 5, n− 4, 0, n− 1) is a blue-green 4-cycle, a contradiction. If {n− 5, n− 4}
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is red, then (n− 5, n− 4, 0, 4, 3, n− 1) is a red-green 6-cycle, again a contradiction.
Thus {3, 4} cannot be green.

Figure 2: If edge {3, 4} is green in Case 2.

Therefore {3, 4} is yellow. It follows that {2, 3} is green, {4, 5} is blue, {4, 8} is
green, {5, 6} is yellow, {6, 7} is green and {6, 10} is blue, as in Figure 3.

Figure 3: Edge {3, 4} is yellow in Case 2.

Suppose {1, 2} is yellow. Then {0, 1} is blue. If {7, 8} is yellow, then (1, 2, 3, 4, 8, 7,
6, 5) is a green-yellow 8-cycle, which is a contradiction; thus {7, 8} is red. However,
now edge {n − 1, 0} cannot be yellow or green, otherwise (n − 1, 0, 4, 3) is a red-
yellow 4-cycle, or (n− 1, 0, 4, 8, 7, 6, 2, 3) is a red-green 8-cycle, respectively, which is
a contradiction in either case. Hence {1, 2} is not yellow.

Therefore {1, 2} is blue. Now, suppose {7, 8} is yellow. Then {8, 9} is blue.
However, now edge {9, 10} cannot be yellow or green, otherwise (3, 4, 5, 6, 10, 9, 8, 7) is
a blue-yellow 8-cycle, or (1, 2, 3, 7, 6, 10, 9, 8, 4, 5) is a blue-green 10-cycle, respectively,
which is a contradiction in either case. Hence {7, 8} is not yellow, so {7, 8} is red.

Since {1, 2} is blue and {7, 8} is red, it follows that {n− 2, 2}, {0, 1} and {7, 11}
are yellow, as in Figure 4. It is straightforward to check that edge {n − 1, 0} is
blue (since otherwise (n−1, 0, 4, 8, 7, 6, 2, 3) is a red-green 8-cycle) and edge {8, 9} is
yellow (since otherwise (n− 1, 0, 4, 5, 9, 8, 7, 3) is a red-blue 8-cycle). It follows that
{8, 12} is blue,{9, 10} is green, {9, 13} is blue, {10, 11} is red and {11, 12} is green
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as in Figure 4. However, now edge {12, 13} cannot be yellow or red, since otherwise

Figure 4: Case 2 is impossible

(8, 9, 13, 12) is a blue-yellow 4-cycle, or (n − 1, 0, 4, 5, 9, 13, 12, 8, 7, 3) is a red-blue
10-cycle, respectively, which is a contradiction in either case. Therefore, Case 2 is
impossible.

Case 3: Suppose {1, 5} and {3, 7} are both red. Without loss of generality, suppose
that {n− 1, 3}, {2, 3} and {3, 4} are green, yellow and blue, respectively. Now {1, 2}
is either blue or green.

Subcase 3.1: Suppose {1, 2} is blue. Then {n − 2, 2} is green. Now {0, 1} is either
yellow or green.

a) Suppose {0, 1} is yellow. Then {n − 1, 0} is blue. Now {n − 2, n − 1} is red
(since otherwise (n − 2, n − 1, 3, 2) is a green-yellow 4-cycle) and {4, 5} is green
(since otherwise (0, 1, 5, 4) is a red-yellow 4-cycle), so {4, 8} is yellow. Edge {5, 6} is
yellow (since otherwise (1, 2, 6, 5) is a red-blue 4-cycle), so {5, 9} blue; also {6, 7} is
blue (since otherwise (n − 2, n − 1, 3, 7, 6, 2) is a red-green 6-cycle). It follows that
{6, 10} and {7, 8} are green, {7, 11} is yellow, {8, 9} is red and {9, 10} is yellow (see
Figure 5). If {10, 11} is blue then (5, 6, 7, 11, 10, 9) is a blue-yellow 6-cycle, which is

Figure 5: Case 3.1(a) is impossible.
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a contradiction; if {10, 11} is red, then (0, 1, 5, 6, 2, 3, 7, 11, 10, 9, 8, 4) is a red-yellow
12-cycle, which is again a contradiction, so Case 3.1(a) is impossible.

b) If {0, 1} is green then {4, 5} is yellow (since otherwise (0, 1, 5, 4) is a red-green 4-
cycle), so {4, 8} is green. Also {5, 6} is green (since otherwise (1, 2, 6, 5) is a red-blue
4-cycle) so {5, 9} is blue. Edge {6, 7} is blue (since otherwise (2, 3, 7, 6) is a red-yellow
4-cycle), thus it follows that {6, 10} and {7, 8} are yellow, {7, 11} is green, {8, 9} is
red, {8, 12} is blue, {9, 10} is green and {9, 13} is yellow. Edge {10, 11} is red (since
otherwise (5, 6, 7, 11, 10, 9) is a green-blue 6-cycle) so {10, 14} is blue (see Figure 6).
Now edges {7, 11}, {9, 13}, {8, 12} and {10, 14} have a Case 2 configuration, which
is a contradiction.

Figure 6: Case 3.1(b) is impossible.

Subcase 3.2: Suppose {1, 2} is green. Edge {5, 6} is not green (otherwise (1, 2, 6, 5)
is a red-green 4-cycle) so {5, 6} is either yellow or blue.

a) Suppose {5, 6} is yellow. Then {4, 5} is green, {4, 8} is yellow and {5, 9} is blue.
Now {6, 7} is either blue or green.

i) If {6, 7} is blue then {6, 10} and {7, 8} are green, {7, 11} is yellow, {8, 9} is
red, {8, 12} is blue, {9, 10} is yellow and {9, 13} is green. Edge {10, 11} is not blue
(otherwise (5, 6, 7, 11, 10, 9) is a blue-yellow 6-cycle) so {10, 14} is blue (see Figure 7).
Now edges {7, 11}, {9, 13}, {8, 12} and {10, 14} have a Case 2 configuration, which
is a contradiction.

ii) If {6, 7} is green, then {6, 10} and {7, 8} are blue and {7, 11} is yellow. Now
edge {9, 10} is not yellow (otherwise (5, 6, 10, 9) is a blue-yellow 4-cycle) so {9, 13}
is yellow. The edge {8, 12} is either green or red (see Figure 8), and in both cases
the edges {6, 10}, {8, 12}, {7, 11} and {9, 13} have a Case 2 configuration, which is a
contradiction.
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Figure 7: Case 3.2(a)(i) is impossible.

Figure 8: Case 3.2(a)(ii) is impossible.

b) Suppose {5, 6} is blue. Then {6, 7} is green (since otherwise (2, 3, 6, 7) is a red-
yellow 4-cycle) so {6, 10} is yellow. Now {4, 5} is either green or yellow.

i) If {4, 5} is green then {4, 8} and {5, 9} are yellow, {7, 8} is blue and {7, 11}
is yellow. Also {8, 9} is red (since otherwise (4, 5, 9, 8) is a green-yellow 4-cycle), so
{8, 12} is green. Edge {9, 10} is green (since otherwise (5, 6, 10, 9) is a blue-yellow
4-cycle), so {9, 13} is blue. Edge {10, 11} is blue (since otherwise (2, 3, 7, 11, 10, 6) is
a red-yellow 6-cycle) and hence {10, 14} and {11, 12} are red, {12, 13} is yellow and
{11, 15} and {13, 14} are green as in Figure 9.

If {14, 15} is blue, then (9, 10, 11, 15, 14, 13) is a blue-green 6-cycle, which is a
contradiction; if {14, 15} is yellow, then (4, 5, 9, 10, 6, 7, 11, 15, 14, 13, 12, 8) is a green-
yellow 12-cycle, which is again a contradiction, so Case 3.2(b)(i) is impossible.
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Figure 9: Case 3.2(b)(i) is impossible.

ii) If {4, 5} is yellow, then {4, 8} and {5, 9} are green. Edge {8, 9} is not yellow
(otherwise (4, 5, 9, 8) is a green-yellow 4-cycle) thus {9, 13} is yellow, as shown in
Figure 10.

Figure 10: Edge {4, 5} is yellow in Case 3.2(b)(ii).

Now edge {7, 8} is either blue or yellow. If {7, 8} is blue then {7, 11} is yellow,
{8, 9} is red, {8, 12} is yellow and {9, 10} is blue, as in Figure 11. However, if
{10, 11} is green then (6, 7, 11, 10) is a green-yellow 4-cycle, which is a contradiction,
and if {10, 11} is red then (2, 3, 7, 11, 10, 6) is a red-yellow 6-cycle, which is again a
contradiction. Thus {7, 8} is not blue. Hence {7, 8} is yellow and thus {7, 11} is
blue.

Figure 11: Edge {7, 8} cannot be blue in Case 3.2(b)(ii).
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Now {8, 9} is either red or blue. If {8, 9} is red (see the first part of Fig-
ure 12), then {8, 12} and {9, 10} are blue. Edge {10, 11} is red (since otherwise
(5, 6, 7, 11, 10, 9) is a blue-green 6-cycle) so {10, 14} is green. Edge {11, 12} is green
(since otherwise (7, 8, 12, 11) is a blue-yellow 4-cycle) so {11, 15} is yellow. Now
edges {8, 12}, {10, 14}, {9, 13} and {11, 15} have a Case 2 configuration, which is a
contradiction.

Figure 12: Case 3.2(b)(ii) is impossible.

If {8, 9} is blue (see the second part of Figure 12), then {8, 12} and {9, 10}
are red, {10, 11} is green and {11, 12} is yellow. Thus {12, 13} is either blue or
green. If {12, 13} is blue then (7, 8, 9, 13, 12, 11) is a blue-yellow 6-cycle, which is a
contradiction; if {12, 13} is green then (4, 5, 9, 13, 12, 11, 10, 6, 7, 8) is a green-yellow
10-cycle, which is again a contradiction. Therefore Case 3 is impossible.

Case 4: Suppose {1, 5} is red and {3, 7} is not red, say without loss of generality
that it is green. Then {n− 1, 3} is red and hence edges {n− 1, 3}, {1, 5}, {0, 4} and
{2, 6} have a Case 3 configuration, which is a contradiction. Therefore Case 4 is
impossible.

Case 5: Suppose {3, 7} is red and {1, 5} is not red, say without loss of generality
that it is green. If {n− 1, 3} is green, edges {n− 1, 3}, {1, 5}, {0, 4} and {2, 6} have
a Case 1 configuration, which is a contradiction; if {n− 1, 3} is yellow or blue, then
edges {n− 1, 3}, {1, 5}, {0, 4} and {2, 6} have a Case 2 configuration, which is again
a contradiction. Thus, Case 5 is impossible.

Thus, the edges {x, x + 4}, {x + 2, x + 6} cannot belong to the same 1-factor for
any x ∈ Zn. �

Theorem 16 If n is even with n > 16 then Circ(n, {1, 4}) does not admit a P1F.
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Proof. Suppose Circ(n, {1, 4}) admits a P1F and let the four 1-factors be coloured
red, blue, green and yellow. By Lemma 15, the edges {0, 4}, {2, 6} and {4, 8} must
all be distinct colours, so without loss of generality, suppose that {0, 4} is red, {2, 6}
is green and {4, 8} is blue. We now consider edge {1, 5}, which could belong to any
one of the four 1-factors, and derive a contradiction in each of the four cases.

Case 1: Suppose {1, 5} is yellow. Then {4, 5} is green, and {3, 4} and {n− 2, 2} are
yellow. Now edge {3, 7} is red, blue or green.

a) Suppose {3, 7} is red. Then {2, 3} is blue, {n − 1, 3} is green and {1, 2} is red.
By Lemma 15, {5, 9} is not red, so {5, 6} is red. Similarly, by Lemma 15, {n− 3, 1}
is not green, so {0, 1} is green and thus (0, 1, 2, 6, 5, 4) is a red-green 6-cycle, which
is a contradiction.

Figure 13: Case 1(a) is impossible.

b) Suppose {3, 7} is blue. Then {2, 3} is red and {n − 1, 3} is green. As in the
previous case, {0, 1} is green. It follows that {1, 2} is blue and {n− 3, 1} is red. By
Lemma 15, {n− 1, 0} is yellow and now (n− 1, 0, 1, 5, 4, 3) is a green-yellow 6-cycle,
which is a contradiction.

Figure 14: Case 1(b) is impossible.
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c) Suppose {3, 7} is green. Edge {n− 1, 3} is either red or blue. If {n− 1, 3} is red
(see the first part of Figure 15), then {2, 3} is blue and {1, 2} is red. By Lemma 15,
{n−4, 0} is not yellow, hence {n−1, 0} is yellow. Then (n−1, 0, 4, 3) is a red-yellow
4-cycle, which is a contradiction. If {n− 1, 3} is blue (see the second part of Figure
15), then {2, 3} is red, {1, 2} is blue, {0, 1} is green and {n − 1, 0} is yellow. It
follows that {n− 3, 1} is red, so by Lemma 15, {n− 5, n− 1} is not red and hence
{n − 1, n − 2} is red. Thus (n − 2, n − 1, 0, 4, 3, 2) is a red-yellow 6-cycle, which is
again a contradiction.

Figure 15: Case 1(c) is impossible.

Thus Case 1 is impossible.

Case 2: Suppose {1, 5} is blue. Then, by Lemma 15, neither {3, 7} nor {n−1, 3}
is blue, hence {2, 3} is blue. Since {0, 4} is red, it follows from Lemma 15 that
{n− 2, 2} is not red, hence {1, 2} is red. Also by Lemma 15, {6, 10} is not blue, so
{6, 7} is blue. If {3, 7} is green, then (2, 3, 7, 6) is a blue-green 4-cycle, which is a
contradiction. Thus {3, 7} is either red or yellow.

If {3, 7} is red, then, by Lemma 15, {5, 6} is red (see the first part of Figure 16).
Thus (1, 2, 3, 7, 6, 5) is a red-blue 6-cycle, which is a contradiction. If {3, 7} is yellow
(see the second part of Figure 16), then {3, 4} is green, {4, 5} is yellow, {5, 6} is red
and {5, 9} is green. By Lemma 15, {7, 11} is not green, so {7, 8} is green and hence
(2, 3, 4, 8, 7, 6) is a blue-green 6-cycle, which is again a contradiction. Thus Case 2 is
impossible.
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Figure 16: Case 2 is impossible.

Case 3: Suppose {1, 5} is green. By Lemma 15, neither {n − 1, 3} nor {3, 7}
is green, hence {3, 4} is green and {4, 5} is yellow. We consider the three possible
colours of {3, 7}.

a) Suppose {3, 7} is red. Then, by Lemma 15, {5, 9} is not red, so {5, 6} is red. Also,
by Lemma 15, {n − 2, 2} is not red so it follows that {1, 2} is red (see Figure 17).
Thus (1, 2, 6, 5) is a red-green 4-cycle, which is a contradiction.

Figure 17: Case 3(a) is impossible.

b) Suppose {3, 7} is yellow. Then {5, 9} is either blue or red. If {5, 9} is blue (see
the first part of Figure 18), then {5, 6} is red and {6, 7} is blue, so {6, 10} is yellow.
Then, by Lemma 15, {8, 12} is not yellow, so {8, 9} is yellow. Thus (4, 5, 9, 8) is a
blue-yellow 4-cycle, which is a contradiction. If {5, 9} is red (see the second part



SARADA HERKE/AUSTRALAS. J. COMBIN. 60 (1) (2014), 79–108 102

of Figure 18), then {5, 6} is blue and {6, 7} is red, so {6, 10} is yellow, {7, 8} is
green, {8, 9} is yellow and {7, 11} is blue. Then, by Lemma 15, {9, 13} is not blue,
so {9, 10} is blue and thus (4, 5, 6, 10, 9, 8) is a blue-yellow 6-cycle, which is again a
contradiction.

Figure 18: Case 3(b) is impossible.

c) Suppose {3, 7} is blue. By Lemma 15, {5, 9} is red and so {5, 6} is blue. Observe
that {7, 8} is not green (otherwise (3, 4, 8, 7) is a blue-green 4-cycle). Now {6, 10} is
either yellow or red.

i) If {6, 10} is yellow, then {6, 7} is red. Since {7, 8} is not green, it is yellow.
It follows that {7, 11} and {8, 9} are green, {8, 12} is red, {9, 10} is blue, {9, 13} is
yellow, {10, 11} is red and {10, 14} is green. By Lemma 15, {11, 12} is yellow and
{12, 13} is green (see Figure 19). Thus (7, 8, 9, 13, 12, 11) is a green-yellow 6-cycle,
which is a contradiction.

ii) If {6, 10} is red, then {6, 7} is yellow. Since {7, 8} is not green, it is red, and
so {7, 11} is green. Now {8, 9} is either green or yellow.

If {8, 9} is green (see the first part of Figure 20), then {8, 12} is yellow. Edge
{9, 10} is yellow (otherwise (5, 6, 10, 9) is a red-blue 4-cycle) so {9, 13} and {10, 11}
are blue. It follows that {10, 14} is green, {11, 12} is red, {11, 15} is yellow and
{12, 13} is green. By Lemma 15, {13, 14} is yellow, and thus (8, 9, 10, 14, 13, 12) is a
green-yellow 6-cycle, which is a contradiction.
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Figure 19: Case 3(c)(i) is impossible.

Figure 20: Case 3(c)(ii) is impossible.

If {8, 9} is yellow (see the second part of Figure 20), then {8, 12} is green. Edge
{9, 10} is green (otherwise (5, 6, 10, 9) is a red-blue 4-cycle) so {9, 13} is blue. If
{10, 11} is yellow, then {11, 12} is neither red nor blue (otherwise (7, 8, 12, 11) is
a red-green 4-cycle or (3, 4, 8, 12, 11, 7) is a blue-green 6-cycle, respectively), which
is impossible. Thus {10, 11} is blue and {10, 14} is yellow. Now {11, 12} is yel-
low (otherwise (7, 8, 12, 11) is a red-green 4-cycle), so {11, 15} and {12, 13} are red,
{12, 16} is blue, {13, 14} is green, {13, 17} is yellow and {14, 15} is blue. By Lemma
15, {15, 16} is yellow, hence (10, 11, 12, 16, 15, 14) is a blue-yellow 6-cycle, which is a
contradiction. Therefore Case 3 is impossible.

Case 4: Suppose {1, 5} is red. By Lemma 15, neither {3, 7} nor {n − 1, 3} is
red, hence {2, 3} is red. We consider the three possible colours of edge {3, 7}.

a) Suppose {3, 7} is yellow. Then {3, 4} is green, {4, 5} is yellow, {5, 6} is blue, {5, 9}
is green, {6, 7} is red, {6, 10} is yellow and {7, 8} is green. By Lemma 15, {8, 9}
is yellow (see Figure 21). Thus (3, 4, 5, 9, 8, 7) is a green-yellow 6-cycle, which is a
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contradiction.

Figure 21: Case 4(a) is impossible.

b) Suppose {3, 7} is blue. Then, by Lemma 15, {5, 6} is blue. If {3, 4} is yellow
then {4, 5} and {n − 1, 3} are green, but then, by Lemma 15, {0, 1} is green and
thus (0, 1, 5, 4) is a red-green 4-cycle, which is a contradiction, so {3, 4} is not yellow.
Thus {3, 4} is green, {4, 5} is yellow and {5, 9} is green, as in Figure 22. By Lemma
15, {7, 11} is not green, so it follows that {7, 8} is green and thus (3, 4, 8, 7) is a
blue-green 4-cycle, which is a contradiction.

Figure 22: Case 4(b) is impossible.

c) Suppose {3, 7} is green. Then {3, 4} is yellow, {n − 1, 3} is blue and {4, 5} is
green. Observe that {6, 7} is not red (otherwise (2, 3, 7, 6) is a red-green 4-cycle).
Now {5, 9} is either yellow or blue.

i) Suppose {5, 9} is yellow. Then {5, 6} is blue. Since {6, 7} is not red, it is
yellow. It follows that {6, 10} and {7, 8} are red, {7, 11} is blue, {8, 9} is green and
{8, 12} is yellow. By Lemma 15, {9, 10} is blue and {10, 11} is yellow (see Figure
23). Thus (5, 6, 7, 11, 10, 9) is a blue-yellow 6-cycle, which is a contradiction.

ii) Suppose {5, 9} is blue. Then {5, 6} is yellow. Since {6, 7} is not red, it is blue.
Observe that {0, 1} is not green (otherwise (0, 1, 5, 4) is a red-green 4-cycle), so it
follows that {n− 3, 1} is green. Now {1, 2} is either blue or yellow.
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Figure 23: Case 4(c)(i) is impossible.

If {1, 2} is blue (see the first part of Figure 24), then {n − 2, 2} and {0, 1} are
yellow. It follows that {n − 1, 0} is green, {n − 4, 0} is blue, {n − 2, n − 1} is red,
{n−5, n−1} is yellow and {n−3, n−2} is blue. By Lemma 15, {n−4, n−3} is yellow.
Then (n− 4, n− 3, n− 2, 2, 1, 0) is a blue-yellow 6-cycle, which is a contradiction.

Figure 24: Case 4(c)(ii) is impossible.

If {1, 2} is yellow (see the second part of Figure 24), then {n − 2, 2} and {0, 1}
are blue. Edge {n − 2, n − 1} is not red (otherwise (n − 2, n − 1, 3, 2) is a red-blue
4-cycle) so it follows that {n − 5, n − 1} is red; also {n − 2, n − 1} is not green
(otherwise (n− 2, n− 1, 3, 7, 6, 2) is a blue-green 6-cycle) so {n− 2, n− 1} is yellow.
Thus {n− 1, 0} is green, {n− 4, 0} is yellow, {n− 3, n− 2} is red, {n− 6, n− 2} is
green, {n− 4, n− 3} is blue, {n− 7, n− 3} is yellow and {n− 5, n− 4} is green. By
Lemma 15, {n− 6, n− 5} is yellow and thus (n− 6, n− 5, n− 4, 0, n− 1, n− 2) is a
green-yellow 6-cycle, which is a contradiction.

Therefore, Case 4 is also impossible, and the theorem holds. �
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The circulant graph Circ(n, {1, 4}) does not admit a P1F for n > 16 (Theorem
16), and does not admit a P1F for 6 < n ≤ 30 by computer search [11]. Thus, this
family of graphs does not admit a P1F for n > 6.

Corollary 17 If n > 6 is even then any 4-regular circulant graph isomorphic to
Circ(n, {1, 4}) does not admit a P1F.

4 Conclusion

It remains an open problem to characterise the connected bipartite 4-regular cir-
culant graphs that admit a P1F, which are necessarily of order n ≡ 2 (mod 4).
In [11], Circ(n, {1, 3}) was shown to have a P1F for all even n > 6 with n ≡ 2
(mod 4). Several other existence results were given in [12] and, most importantly, it
was shown that there is an infinite family of bipartite 4-regular circulants of or-
der 2 (mod 4) that do not admit a P1F. In Section 2 of this paper, we proved
many new existence results for P1Fs of bipartite 4-regular circulant graphs of or-
der 2 (mod 4). In particular, Theorem 7 demonstrates the existence of P1Fs for
infinitely many bipartite 4-regular circulant graphs of the form Circ(n, {1, b}) where
b is odd and n ≡ 2 (mod 4). The smallest bipartite 4-regular circulant graphs of
order 2 (mod 4) for which it is unknown whether a P1F is admissable are Circ(42, S)
for S = {1, 7}, {1, 9}, {1, 15}, {3, 7}.

It was shown in [11] that Conjecture 6 holds for n < 30 and for Circ(n, {1, 2})
where n > 6 [11]. In [12], Conjecture 6 was also shown to hold for Circ(n, {1, n

2
−1})

where n > 6 and n ≡ 2 (mod 4). In Section 3 of the current paper, we provided
further support for this conjecture by proving that there is no P1F of Circ(n, {1, 4})
with n > 6 (see Corollary 17).

The results of this paper and of [11, 12] support the conjecture that the connected
4-regular circulant graphs of order n > 6 that admit a P1F are a subset of the
bipartite 4-regular circulant graphs of order n ≡ 2 (mod 4).
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